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Proof of Proposition 1

Elsub is a conditional maximum likelihood estimator, hence by, e.g., Andersen (1970), it is

asymptotically normal with asymptotic variance V,s equal to
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We now show that Vis = Z(3,,,,)~". First,
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Consequently,
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As a result,

v(mn(Pr(a?D’X))‘DF > Z()2()Cov (1{Y =5}, 1{Y = j'}| D, X).
(4.3")eD?
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Note that

Pr(Y = j|D, X) (1 —Pr(Y = 4|D, X)) ifj=j'

Cov (1{Y =4},1{Y =4'}| D,X) = :
—Pr(Y =4ID, X)Pr(Y =4'|D,X)  ifj#j'

After some algebra, we obtain

Oln(Pr(Y|D,X 1 N —Zp)
V( ( (8B| >>’D,X>:jeszjDzm(zm—zD)-

Finally, by the law of iterated expectations,

V' =Y E[PZ(j)2(5)] - E [Z(j)E [PjDZ})|XH .
JjeEP

To prove the second point, we use the expression

Vil =E Y PZ(G)ZG) - ), Z()Z(k)PipPrp (1)
jeP (4 k) EP2

and the fact that BC MLE 1s a particular case of Bsub, with D =P (Zle Yt). This implies
that its asymptotic variance also satisfies (1) with this D. Then, it suffices to prove that

> Z(j)Z(k)E [PipPep|S,X] >> Y Z(j)Z(k)PJPS,
(4.k)eP? (,k)EP?

where >> denotes the usual order on symmetric matrices, S = Z?zl Y, and PJS =Pr(Y =
318, X). Equivalently, we must prove that matrix M = } . o p> Z(j)Z (k) Cjr, with
Cjr =cov(Pjp, Pyp|S, X), is symmetric positive. Consider a vector A and an ordering
Z', ..., Z%"" of the (Z(j))jep. Let a = (z\’Zl,...,)\’ZQJT>. Some algebra shows that
XM = a'Ca, where C is the covariance matrix with typical term C;;. The result fol-

lows by positivity of C.



