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A B S T R A C T
How does international trade affect the risk exposure of firms and countries? Trade induces specialization, thus increasing economies’ exposure to idiosyncratic supply shocks. But greater geographic diversification in trade destinations offers natural hedging properties against demand shocks. In this paper, we offer an integrated economic and econometric view of the impact of trade on firms and countries volatility. Exporters’ volatility is shown to directly depend on the (lack of) diversification in their portfolio of clients. Indeed, most exporters, including the largest, have one or two main clients that dwarf the others. This structure of trade networks implies that individual exporters are strongly exposed to microeconomic demand shocks. The concentration of trade flows further implies that such risk does not wash out across firms, thus contributing to aggregate fluctuations.
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1. Introduction

This paper presents an integrated analysis of the sources of volatility of firms and countries in international trade markets. Both individual and aggregate exports are shown to be strongly exposed to shocks hitting firms’ foreign clients. Hence, micro-economic foreign shocks appear to be a key driver of the volatility of exports at the firm-level as well as in the aggregate.

The results contribute to the broad literature on the impact of international trade on the risk exposure of firms and countries. First, greater participation into international markets, by increasing the role of large firms as well as sectoral concentration, has been shown to magnify a country’s vulnerability to idiosyncratic supply shocks (di Giovanni and Levchenko, 2009, 2012). However, cross-country diversification dampens macro-economic volatility by reducing exposure to domestic demand shocks (Caselli et al., 2015). Focusing on micro-demand shocks, Kelly et al. (2013) document that firms with a more diversified customer base display a lower volatility. Hence, to fully understand the trade-volatility nexus, the structure of exporters’ sales, within as well as across destinations, must be analyzed together with the various shocks that hit firms and countries in international markets.

This paper provides a step in this direction by modeling the universe of trade relationships between French exporters and their European partners, observed over a period of 15 years. The richness of the data together with a new empirical strategy allow us to provide a comprehensive decomposition of the different sources of trade volatility at various levels of aggregation.

We start with an economic model of firm-to-firm sales in which the growth of firm-to-firm exports is a combination of macro shocks and micro perturbations. French sellers’ competitiveness abroad varies...
because of shocks to unit costs, assumed to be common across firms in an industry, and because of idiosyncratic shocks to their productivity. These supply-side perturbations are at the root of variations in the demand expressed by all foreign partners to which the firm is connected. Firm-to-firm trade also varies due to demand shocks that are either aggregate in nature (i.e. common to all buyers within a destination) or idiosyncratic, hitting the importing firm or eventually the match it forms with a particular French exporter. We show how to identify these shocks using various moment conditions dictated by the model. Importantly, the flexible estimation does not place constraints on heterogeneity of idiosyncratic shocks, be they seller-, buyer- or match-specific. Their variance can be heterogenous in the cross-section because of the identity of the firm (e.g. wholesaler versus manufacturing firm) or the nature of transaction (e.g. arm's length vs intra-firm trade).

These theoretically-justified orthogonality conditions constitute the first element used to econometrically identify the model's shocks. Another identification condition, of econometric nature, comes from exploiting the structure of our data set, a bipartite graph with (French) exporting firms on one side and (European) importers on the other side. In the cross-section, the largest connected component of this graph encompasses the vast majority of trade flows because exporters tend to simultaneously serve several foreign buyers with the same product while foreign buyers often purchase various products to different French suppliers. Such connectedness is useful inasmuch as it helps us separately identify the model's shocks using high-dimensional fixed effects estimators.

Having estimated the different shocks hitting firms and countries in trade, these are combined with the micro-structure of trade flows to quantify the importance of various shocks for the volatility at different levels of aggregation. The aggregation exercise is straightforward. Volatility is a weighted average of the variances and covariances in firm-to-firm growth rates. The weights depend on the structure of trade networks and the level of aggregation (firm-level or aggregate level here). Their distribution has natural hedging properties against some of the shocks hitting firms in international markets.²

At the level of individual firms, we show that aggregate shocks, whether they hit the supply or the demand side of the market, do not generate much volatility. Their variance is indeed small, in comparison with microeconomic risks. By contrast, both microeconomic supply and demand shocks generate a substantial amount of volatility. In the baseline regression, they respectively represent 45 and 50% of the average firm's volatility. These contributions are stable across various empirical models based on slightly different identification assumptions that correspond to varying market structures. That microeconomic supply shocks are an important source of firm-level volatility is consistent with existing evidence and is not surprising as such shocks cannot be diversified (see e.g. Comin and Mulani, 2006). What is more surprising is the substantial contribution of microeconomic demand shocks to firm-level volatility, which could have naturally faded away when the firm diversifies its portfolio of clients. These shocks are quantitatively important because i) their estimated volatility is high; and ii) exporters' sales are highly skewed towards their main partner.³ Interestingly, such a lack of diversification is observed in supposedly well-integrated markets, namely good markets within the European Union. Since a firm's number of foreign clients is a decreasing function of the destination's market potential (Bernard et al., 2018), we conjecture that the lack of diversification, and its impact on the volatility of exports, is even stronger outside of the European Union.

Selection into exports implies that large firms on average serve more markets and more buyers within a country (Mayer and Ottaviano, 2008; Bernard et al., 2018). As a consequence, they are better diversified and should display less volatility. We confirm this intuition in our sample. The impact of demand shocks is half as large in the top decile of the firm size distribution as it is in the first decile. This contributes to explaining why large firms' sales display less volatility, on average.⁴ However, this negative correlation between size and volatility is less pronounced than could be expected. Microeconomic demand shocks continue to matter substantially at the top of the distribution because large firms also have skewed export sales, concentrated on a small number of partners.

Large firms' lack of diversification combined with the connectedness of the largest foreign buyers implies that microeconomic demand shocks contribute substantially to the volatility of aggregate exports. In the European Union, we show that they explain 33% of the variance of export growth, to be compared with a contribution of individual supply shocks of 34% and of aggregate shocks of 62%. ⁵ Hence, individual shocks to foreign clients do not vanish in the aggregate. Instead, they contribute substantially to the level of aggregate volatility of bilateral and multilateral French exports. Their quantitative impact also depends on the micro-structure of trade networks. Differences in exporters' size and diversification as well as heterogeneity in the connectedness of foreign buyers explain about a third of the dispersion in the volatility of exports across destinations. This points to introducing this source of fluctuations in more sophisticated models of trade openness and volatility.

Related literature. Our paper is related to several strands of literature. As mentioned earlier, the impact of trade openness on macroeconomic volatility is an important topic in the macro-development literature, see e.g. Koren and Tenreyro (2007), Caselli et al. (2015), di Giovanni and Levchenko (2009), di Giovanni and Levchenko (2012). By estimating a rich structure of shocks, we believe we contribute to this literature through a precise quantification of the respective contributions of various sources of risks encountered by firms in their export activities.

Note that the contributions do not sum to 100% because of empirical covariance terms. The relative contributions of various types of shocks vary a bit when we estimate the structural shocks using slightly different identification assumptions as commented in the text. In all specifications, the contribution of microeconomic demand shocks is substantial though.

² In doing so, we take the structure of trade networks as given, although potentially time-varying. Hence, we do not intend to tackle the question of how shocks to firms in international markets affect firm-to-firm relationships at the extensive margin. This question is treated in models of endogenous trade networks such as Bernard et al. (2019) who study the impact of a long-term shock, namely the opening of a high-speed line, on the creation of buyer-seller relationships. Instead, we condition on the realized structure of networks and study how (temporary) shocks affect the dynamics of trade relationships, at the firm-to-firm level, for individual exporters and in the aggregate. From that point of view, we follow the methodology used in the empirical granularity literature, e.g. Gabaix (2011) or di Giovanni et al. (2014).

³ For demand shocks to induce a substantial amount of volatility, both i) and ii) need to prevail in the data. Having a diversified portfolio of clients is neither a necessary nor a sufficient condition for having little exposure to microeconomic demand shocks. Individual exporters might end up with little exposure to such shocks while interacting with a small number of clients if those clients display little volatility in purchases and/or if they face negatively correlated shocks. Our empirical analysis is ex-ante agnostic about this possibility since we do not impose any structure on the cross-sectional correlations nor on the amount of volatility and its heterogeneity across individuals. Ex-post, we estimate a negative correlation between the volatility induced by microeconomic demand shocks and the skewness in firms' sales. This correlation implies that, if firms compensate a skewed portfolio of sales by the interaction with less volatile clients, the strategy is not pronounced enough so that it annihilates the mechanical impact of a poorly diversified portfolio on the firms' exposure to microeconomic demand risk.

⁴ This is consistent with evidence in Kurz and Senses (2016), obtained from different data using a different empirical strategy. They show that firm-level employment is significantly less volatile in i) exporting firms as opposed to non-exporting firms; and ii) firms that export to a larger number of destinations. Both results are consistent with a reduction in volatility for firms with a more diversified portfolio of clients.

⑤ This work is supported by the European Research Council (ERC) under the European Union’s 7th Framework Programme (FP7/2007-2013) and the ERC project GrowthTrade (grant agreement 615698)
activities. In that respect, the exercise is similar to Caselli et al. (2015) who also compare the contribution of various shocks, although their model does not have heterogeneous firms thus neglecting the potential role of microeconomic risks emphasized in di Giovanni and Levchenko (2012). Microeconomic shocks have been shown to be an important source of aggregate fluctuations in the granularity literature initiated by Gabaix (2011) and Acemoglu et al. (2012). These seminal findings find strong support in the data (see eg. di Giovanni et al., 2014; Magerman et al., 2016). While this literature emphasizes the role of idiosyncratic supply shocks, our decomposition also takes into account microeconomic demand risk. Moreover, we tackle the impact of such shocks on aggregate fluctuations, as well as on firm-level volatility.

We also emphasize the role of demand shocks for individual firms’ volatility. In doing so, we contribute to the literature on firm-level volatility. This literature documents a large amount of volatility in firm-level data, irrespective of the measure of performance adopted. Recent papers further document systematic differences in the volatility of domestic and exporting firms (Buch et al., 2009; Vannoorenbergh, 2012; Vannoorenbergh et al., 2016). While our analysis focuses on already exporting firms, the empirical strategy makes it possible to offer new results regarding the heterogeneity in exporters’ exposure to a variety of shocks.

The use of firm-to-firm trade flows naturally creates a connection with the recent trade literature exploiting comparable data and trying to rationalize the structure of trade networks observed in the data (see Carballo et al., 2018; Bernard et al., 2018). Our analysis takes a different track. Instead of studying the structure of trade networks, we take the structure as given and study what it implies in terms of their exposure to shocks. A consequence of this is the purely positive nature of the exercise. Given the structure of trade networks and the amount of natural hedging properties it entails, we study the resilience of trade to various shocks. Another interesting question which the paper does not answer is why does the structure of trade networks displays such high degree of concentration.

The rest of the paper is organized as follows. Section 2 describes the theoretical framework and empirical strategy. Section 3 presents the data and some stylized facts. Section 4 presents the results, starting with a summary of the estimated shocks in subsection 4.1 and, then, a discussion of the relative contribution of shocks to the volatility of individual firms (‘the volatility “in the small”’) and the volatility of aggregate exports (‘“in the large”’) (Subsections 4.2-4.4). Finally, Section 5 concludes.

2. Empirical strategy

The empirical analysis involves two steps. First, we use panel data on firm-to-firm export growth to recover the shocks hitting firms in international markets. In practice, this amounts to estimating a high-dimensional fixed effects equation in the cross-section of growth rates, for each available year. Second, the recovered time-series of shocks are aggregated within and across firms to compute measures of volatility “in the small” and “in the large”, and their components.

The underlying model is described in Section 2.1. The strategy to recover the model’s shocks from the data is detailed in Section 2.2. The aggregation procedure can be found in Section 2.3.

2.1. Theoretical framework

To understand the economic nature of the orthogonality conditions at the root of our estimation method, this section develops a model of firm-to-firm growth. Its structure is inspired from Atkeson and Burstein (2008), which we complement with various shocks in order to derive predictions on the dynamics of firm-to-firm trade. These shocks are treated as deep structural parameters and are thus assumed orthogonal to each other in the model and the empirical strategy. The structure of the model itself however implies that their impact on firm-to-firm growth is not necessarily uncorrelated, a possibility that the empirical strategy takes into account as explained in Section 2.2.

The analysis is kept in partial equilibrium and is used to derive the growth of sales by a firm $s$ to an importer $b$ located in a country $c$ $(b) = i$. In the empirical analysis, all sellers $s$ are located in France, which explains that the model’s notations do not specify the country of origin of firm $s$.

The demand side of the model features a nested CES structure. At the aggregate level, a competitive firm in country $i$ produces a final consumption basket using the output $y_b$ of a continuum of goods $b \in [0,1]$ as inputs of a CES production function:

$$ y_b = \left[ \int_0^1 (a_0 y_b)^{\sigma} \frac{db}{db} \right]^{\frac{1}{\sigma-1}} $$

To simplify notation and without loss of generality, goods are assumed to be produced locally, i.e. $c(b) = i$ $\forall b$. $a_0$ denotes a preference parameter associated with the variety produced by firm $b$ and will later be allowed to vary randomly. $\eta$ denotes the elasticity of substitution between varieties. The representative consumer chooses quantities $y_b$ given a vector of prices $P_i$ and overall demand $A_i$. Shocks to $A_i$ are the aggregate demand shifters of the model.

At the lower-level of aggregation, firms produce using imperfectly substitutable inputs, that are either produced in-house or purchased from upstream firms. Taking the firm’s sourcing strategy as given, one can write firm $b$’s output as:

$$ y_b = \left[ \sum_s (a_0 q_{sb})^{\sigma} \right]^{\frac{1}{\sigma-1}} $$

where $q_{sb}$ is the quantity purchased from seller $s$, $a_0$ is a random preference parameter associated with variety $s$ and $\sigma$ is the elasticity of substitution between varieties. Shocks to $a_0$ and $q_{sb}$ are the microeconomic

6 The strategy for identifying shocks can be interpreted as an extension of di Giovanni et al. (2014). In comparison, the additional firm-to-firm dimension allows us to go deeper into the analysis of the microeconomic origins of aggregate fluctuations and statistically separate seller-related and buyer-specific sources of risk. Such a strategy is in contrast with the burgeoning and complementary literature studying the propagation of shocks in firm-to-firm networks, by exploiting natural disasters to trace the propagation of well-identified shocks, see e.g. Boehm et al. (2019), Barrot and Sauvagnat (2016) and Carvalho et al. (2016). While this approach has important advantages when it comes to identifying the propagation of shocks, such a strategy does not attempt to compare the relative importance of several sources of risk, which our approach does.

7 Note that this literature is interested in the impact of trade on countries’ overall volatility while our strategy forces us to focus on the volatility of exports. In the data, both objects are highly correlated. At the level of countries, the correlation between the volatility of exports and that of GDP growth rates is as high as 90% (Source: Penn World Tables). In our firm-level data set, the cross-sectional correlation between measures of firms’ overall sales volatility and export sales volatility is lower, equal to 23%, but still positive and significant. Because EU exports represent the vast majority of exports for most firms in our data, the correlation of volatilities in firm-level sales and EU exports, the object of study in the paper, is very comparable, at 17%.


9 Inputs produced in-house are thus such that $s = h$. Domestic inputs are such that $s$ is located in country $i$. In our data, we only observe upstream firms located in France, i.e. we observe the component of input purchases sourced from French sellers.

10 See Antzits et al. (2017) for a theoretical model of firms’ sourcing strategies. In the empirical analysis, the number of input providers will be allowed to vary over time but we will maintain the assumption that such extensive adjustments are independent of the shocks driving the dynamics of trade. See di Giovanni and Levchenko (2012) for a similar treatment of extensive margin adjustments.
demand shocks of the empirical framework. The price index associated with \( y_b \) defines as:

\[
P_b = \left[ \sum_i \left( \frac{P_b}{\tilde{a}_{bh}} \right)^{1-\omega} \right]^{1/(1-\omega)}
\]

The technology to produce inputs is assumed to be linear in (equipped) labor, the price \( \omega \) of which is considered exogenous. Labor productivity is modeled as the product of an aggregate component \( Z \) and a firm-specific term \( Z_s \). Shocks to these productivity components are the supply shocks of the model. In practice, the aggregate TFP shock varies across sectors. The aggregate supply shock thus includes sectoral perturbations. Given an (endogenous) mark-up \( \mu_{sb} \), the price of inputs purchased by buyer \( b \) from country \( c(b) = i \) to seller \( s \) can thus be written:

\[
P_{sb} = \mu_{sb} \frac{T_s}{Z_s}
\]

with \( T_s \), the trade cost, assumed constant in what follows.

Following Atkeson and Burstein (2008), we assume that: i) inputs are imperfect substitutes, \( \sigma < \kappa \); ii) inputs are more substitutable than goods, \( 1 < \eta < \sigma \); and iii) sellers play a static game of quantity competition. Namely, each seller chooses a quantity \( q_{sb} \) to be sold to buyer \( b \) taking as given the quantities chosen by the other firms, as well as the wage \( \omega \) and aggregate demand \( A_t \). As demonstrated in Atkeson and Burstein (2008), the vector of equilibrium prices implies mark-ups that are increasing in the firm’s market share:

\[
\mu_{sb} = \frac{\varepsilon(w_b^s)}{\varepsilon(w_b^s) - 1} \quad \text{where} \quad \varepsilon(w_b^s) = \frac{1}{\sigma} \left( 1 - w_b^s \right) + \frac{1}{\eta} w_b^s \right)^{-1}
\]

and \( w_b^s = \left( \frac{P_{sb}}{\tilde{a}_{sb}^s} \right)^{1-\omega} \) is the share of seller \( s \) in buyer \( b \)'s input purchases.

Together, these assumptions imply that the growth of the demand for imports at the firm-to-firm level \( g_{sb,t} \equiv d \ln (P_{sb, t}) \), the object of interest in the rest of the analysis, decomposes as follows:

\[
g_{sb,t} = (1-\sigma) d \ln \frac{\omega_s}{Z_s} + d \ln A_t + (\sigma - 1) d \ln z_s + (\eta - 1) d \ln a_{sb,t} + (\sigma - 1) d \ln \mu_{sb,t}
\]

The first two lines in eq. (1) form a linear combination of the five (structural) shock effects fed into the model. The last two terms are endogenous variables that depend on the whole vector of (quality-adjusted) prices entering buyer \( b \)'s input purchases. Our objective is to recover the different components in eq. (1). We now explain how we set up the orthogonality conditions to achieve this objective.

### 2.2. Estimation strategy

The presence of the markup and the price index components in eq. (1) makes the decomposition a complicated function of the different shocks. To make this equation amenable to estimation, we impose additional assumptions regarding the market structure that imply a set of orthogonality conditions used to recover the shocks.

#### 2.2.1. Benchmark model

In our benchmark estimation, we assume that French sellers account for a small fraction of foreign buyers’ input bundles. This makes each single input supplier atomistic \( w_b^s \approx 0 \) in which case mark-ups are constant \( (d \ln \mu_{sb,t} = 0) \). Moreover, the diversification of buyers’ input bundle implies that shocks to individual prices compensate so that the price index is roughly constant \( (d \ln P_{bh,t} \approx 0) \). Such assumption is plausible as long as French inputs account for a small fraction of foreign firms’ total inputs, either because foreign buyers mostly rely on domestic inputs or because they import from a large array of different locations.

Under this assumption, eq. (1) simplifies into a linear combination of five orthogonal components which represent the five sources of shocks in the model of Section 2.11:

\[
g_{sb,t} = \left( 1 - \sigma \right) d \ln \frac{\omega_s}{Z_s} + d \ln A_t + \left( \sigma - 1 \right) d \ln z_s + (\eta - 1) d \ln a_{sb,t} + \left( \sigma - 1 \right) d \ln \mu_{sb,t}
\]

In the following, we show how to use high-dimensional fixed effects estimators to recover the elements of eq. (2), in the cross-section of firm-to-firm growth rates. The empirical strategy takes inspiration from the labor literature, which uses the same type of log-linear decomposition to disentangle the worker-effect from the firm-effect at the root of the wage dispersion (Abowd et al., 1999). The model in eq. (2) has a similar structure except that the underlying bipartite graph is made of sellers and buyers instead of workers and firms. Two differences must be noted. First, whereas the labor literature exploits the mobility of workers across firms to separately identify the two types of effects, the structure of the network where a seller can sell to multiple buyers and a buyer can buy from multiple sellers allows separate identification of seller-effects from buyer-effects even in the cross-section of growth rates as long as all buyers and sellers are connected. This implies that seller and buyer effects can be estimated for every (overlapping) couple of years.12 Second, the labor literature, in which the decomposition is essentially statistical, does not impose orthogonality between the worker and the firm-effects. In our framework, by definition, the different shocks are orthogonal to each other which forces us to augment the high-dimensional fixed effects estimator used in the labor literature with additional moment conditions, as presented just below.

Eq. (2) together with the orthogonality assumptions between the buyer, seller, and match effects can be expressed using the following moment conditions:

\[
\begin{align*}
E[\varepsilon_{sb, t} | b, s] &= 0 \\
E[\varepsilon_{sb, s} | s] &= 0 \\
E[\varepsilon_{sb, b} | b] &= 0
\end{align*}
\]

The first moment condition is the equivalent of the exogeneity condition in Abowd et al. (1999) adapted to our network environment. Conditioning on \( b \) and \( s \) in this setting means that we take as given the position of a given node in the network, which is consistent with the assumption of exogenous sourcing in Section 2.1. In practice, this amounts to conditioning on the matrix of dummy variables for sellers and buyers (see details in Appendix A.1). The next two moment conditions are specific to our structural model as just discussed when presenting (2). Together, these three moment conditions reflect the model’s structural assumptions, in which the drivers of the seller, buyer, and seller-buyer components are orthogonal to each other and induced by zero-mean shocks. Would we restrict our attention to the first set of moment condition, the model could be estimated using the algorithm proposed by Abowd et al. (2002). The OLS solution to this problem allows identifying all components in eqs. (2), up to a normalization constraint, as long as the graph is connected (see details in Appendix A.2). The Abowd et al. (2002) estimator does not however impose that the seller and buyer components are orthogonal to each other, i.e. is not consistent with the last two conditions in (3). Instead,

11 In the following, we will not try to separate the supply and demand shocks entering the aggregate component \( a_{sb,t} \) of this equation. The reason is that i) aggregate shocks account for a relatively small share of volatility in our results and ii) the decomposition of \( a_{sb,t} \) into its supply \( (1 - \sigma) d \ln \frac{\omega_s}{Z_s} \) and demand \( (d \ln A_t) \) components is no longer possible under the alternative specifications used to assess the robustness of the benchmark model.

12 See Bernard et al. (2018) for a similar application of insights from the labor literature to firm-to-firm production networks.
we thus rely on a three-step procedure in which firm-to-firm growth is first regressed on a set of buyer effects, the residual of which is then orthogonalized in the seller dimension, before the three recovered components are orthogonalized in the sector-country dimension to recover zero-mean growth components. The aggregate component is given by the difference between the observed growth rate and the estimated individual components. See details in Appendix A.2.

2.2.2. Sources of endogeneity and alternative models

The benchmark model neglects any potential feedback effect of shocks through the buyer's price index or buyer-specific mark-ups. This implies a threat to identification due to potential endogeneity of the buyer- and seller-specific components. Appendices A.3–A.4 present two alternative models that exploit slightly different sets of moment conditions to account for these potential sources of endogeneity. Results based on these alternative models help assess the robustness of estimates recovered from the benchmark case in (2). While the details are left for the Appendix, we will now discuss the economic sources of such endogeneity and the way we control for it.

The first threat to the identification of shocks in eq. (2) is due to the buyer-specific component absorbing the impact of the price index entering eq. (1). Whereas the benchmark model assumes this impact to be negligible, the correlation of this price index with some of its components might be substantial at some points of the network. To see why, notice that the growth of the buyer-specific input price index can be approximated as a weighted average of seller-specific (adjusted) price changes:

\[ d \ln P_{b,t} \approx \sum_i w_{i,t-1} \left( d \ln \frac{\omega_i}{Z_t} - d \ln z_{i,t} - d \ln a_{i,t} \right) \]

where \( w_{i,t-1} \) is the share of seller \( s \) in buyer \( b \) input purchases and we continue to assume constant mark-ups for simplicity.

If the contribution of French sellers to a buyer’s input purchases is small enough (i.e. if the sum of \( w_{i,t-1} \) across all sellers located in France is close to 0), the price index growth is orthogonal to the different terms entering eq. (2) and neglecting its impact does not constitute a threat to identification. At most, it affects the interpretation of the estimated \( \omega_{i,t} \) component, which in part depends on supply shocks affecting the buyer’s input suppliers located outside of France. This is no longer true if one or several French sellers are non-atomic from the point of view of a buyer \( b \). This is the case if French sellers are important input suppliers (e.g. if the sum of \( w_{i,t-1} \) across all sellers located in France is close to 1) and the distribution of market shares across French sellers is highly concentrated. Under these circumstances, shocks affecting the buyer’s main French sellers have a non-negligible impact on its input price index, which implies that \( d \ln P_{b,t} \) is correlated with \( d \ln z_{i,t} \) and \( d \ln a_{i,t} \).

Unfortunately, we do not observe in our data the whole distribution of market shares \( w_{i,t-1} \) but only the distribution of sales across French sellers. When a seller accounts for a substantial share of a buyer’s input purchases from France, we cannot rule out the possibility that it also represents a non-negligible share in its overall cost, thus inducing endogeneity. The “Monopolistic Competition” model detailed in Appendix A.3 thus takes the extreme view that these two shares are just equal, which amounts to assuming that foreign buyers solely rely on French inputs to produce. Based on this assumption, we derive an alternative set of moment conditions that structurally control for this source of endogeneity. In short, the alternative model is based on a transformation of the growth of sales, that allows to get rid of the price index, and the associated endogeneity issue. The estimation of the transformed model allows to recover an alternative set of shocks, which can then be plugged into eq. (1) to compute the buyer price index and measure the contribution of each type of shocks when the buyer price index is endogenous.

Once the possibility of sellers being non-atomic in buyers’ input purchases is taken into account, it becomes natural to let sellers adjust their mark-up accordingly, as in Atkeson and Burstein (2008). In the “Oligopolistic Model” presented in Appendix A.4, both the buyer price index \((d \ln P_{b,t})\) and markups \((d \ln a_{i,t})\) are thus allowed to respond to the structural shocks. Strategic pricing behavior adds another source of endogeneity because shocks affecting a given seller induce endogenous mark-ups adjustments that are heterogeneous across the firm’s buyers. In the benchmark model (2), these endogenous mark-up adjustments are absorbed into the residual, which thus becomes correlated with the seller-specific component. In the “Oligopolistic Competition” model, we control for endogenous changes in match-specific mark-ups is a non-parametric way. Using the definition of mark-ups in Atkeson and Burstein (2008), we can write:

\[
\begin{align*}
&d \ln \mu_{sb,t} = f\left( w_{i,t-1} \right) \left[ d \ln \frac{\omega_i}{Z_t} - d \ln z_{i,t} - d \ln a_{i,t} \right]
\end{align*}
\]

with

\[
\begin{align*}
&f\left( w_{i,t-1} \right) = \frac{\mu_{sb,t} - w_{i,t-1} \left( \frac{1}{\eta} \left( \frac{1}{\eta} - 1 \right) \sigma^{-1} \right)}{1 + \mu_{sb,t} - w_{i,t-1} \left( \frac{1}{\eta} \left( \frac{1}{\eta} - 1 \right) \sigma^{-1} \right)} < 0,
\end{align*}
\]

\[
\begin{align*}
&d \left[ f\left( w_{i,t-1} \right) \right] > 0
\end{align*}
\]

Hence, there is incomplete pass-through of cost shocks onto consumer prices, with a pass-through rate that is decreasing in the firm’s share of the buyer’s input purchases. This heterogeneity is taken into account in the “Oligopolistic Model” by interacting the structural shocks with a step function of \( w_{i,t-1} \), as detailed in Appendix A.4.

Before concluding, note that there is another source of potential endogeneity that the model in Section 2.1 rules out implicitly. Non-constant returns to scale would indeed imply that there is an additional term entering eq. (1) which would depend on the firm’s overall output. Under non-constant returns to scale, the firm’s marginal cost, thus its prices, is indeed a function of aggregate output \( y_f = \sum_i \omega_i Z_t \) creating a source of endogeneity that is very similar to the case treated in the “Monopolistic Competition” model but involving a correlation between the seller-specific component and other structural shocks to buyer demands. We chose to avoid treating this case explicitly because we have good reasons to think that this source of endogeneity is negligible. Indeed, most foreign buyers are atomistic from the point of view of French sellers. This implies that the correlation between a seller’s marginal cost and shocks hitting its foreign clients is close to zero. Since the strength of the endogeneity bias is increasing in a buyer’s share of the seller’s overall output, the low market shares observed in the data are unlikely to create an important threat to identification.

In the rest of the analysis, we will base our discussion on the estimation of shocks obtained from the Benchmark model. We however checked that our results are robust across alternative models, as detailed in Appendix B.1. Since these alternative models relax one or several assumptions regarding the market structure imposed by the benchmark model but introduce additional constraints to reach identification, we see results based on these three models as complementary. Their comparison is thus informative of the robustness of our Benchmark model findings.

---

13 Note that this is assuming that the firm adjust its mark-up taking the sectoral price index as given.

14 Using external data from the INSEE-Focus database of firms’ balance-sheet, we are indeed able to recover the share of each foreign buyer in French sellers’ overall sales, on top of its share in the seller’s European exports which we observe directly in our data. In the sub-sample for which the information is available, the average share of a buyer in total sales is as low as 1.3%. The reason is that firms on average sell most of their production on their domestic market (Eaton et al., 2011; di Giovanni et al., 2019).
2.3. From shocks to volatility

In this section, we explain how the estimated shocks, together with the structure of trade networks, shape the volatility of trade. We first describe the network structure of the data.

2.3.1. Network structure

A seller \( s \) may have multiple buyers in a country \( i \). Let us denote \( w_{s,t}^{i} \), the fraction of its sales in country \( t \) that goes to buyer \( b \). Hence,

\[
w_{s,t}^{i} = \sum_{b'(0) \neq b} x_{s,b'}^{i} / \sum_{b' \in [0]} x_{s,b'}^{i}
\]

where \( x_{s,b}^{i} \) is the value of sales to buyer \( b \), at date \( t \). This set of weights for seller \( s \) denotes its trade network in country \( t \), which we take as given. A similar set of weights, \( w_{b,t}^{i} \), can be computed for seller \( s \) as a fraction of each buyer within \( s \)'s overall export sales:

\[
w_{b,t}^{i} = \sum_{s(0) \neq s} x_{s,b}^{i} / \sum_{s \in [0]} x_{s,b}^{i} = w_{s,t}^{i} \cdot w_{b,t}^{i}
\]

where \( w_{s,t}^{i} \) is the share of market \( i \) in seller \( s \)'s sales.

The set of all such weights at a given date \( t \) constitutes the Trade Network of French exporters (all firms \( s \) from France) at date \( t \) in a country as well as across countries. It is a network, more precisely a bipartite graph, with two types of nodes: the seller-nodes and the buyer-nodes.

2.3.2. Determinants of trade volatility

The volatility of firms' export sales, our object of interest, can be defined as follows:

\[
\text{Var}(g_{s,t}) = \frac{1}{T} \sum_{t=1}^{T} \left( g_{s,t} - \bar{g}_{s} \right)^{2}
\]

where \( g_{s,t} \) denotes the growth rate of seller \( s \)'s exports between \( t - 1 \) and \( t \), \( \bar{g}_{s} \) its mean with both quantities computed across clients and while volatility is over time.

For any given seller \( s \), the volatility of its export sales is a weighted average of the variances and covariances of its firm-to-firm growth rates, observed in the sub-sample of trade flows involving \( s \)'s trade network at \((t - 1, t)\). Using the decomposition in (2):

\[
\text{Var}(g_{s,t}) = \text{Var}(\epsilon_{s,t}) + \text{Var} \left( \sum_{i} w_{s,t}^{i} \epsilon_{s,i} \right) + \text{Cov} \left( \sum_{i} \sum_{j \in [0]} w_{s,t}^{i,j}(\epsilon_{b,t} + \epsilon_{a,t}) \right) + \text{Cov}
\]

The \( \text{Cov} \) component represents a sum of covariance terms across the different shocks.

Hence, in the presence of multiple sources of volatility, the seller’s variance can be thought of as the sum of multiple variance and covariance terms, each depending on one specific source of volatility. Namely, the first term in eq. (4) measures the micro-level volatility induced by shocks that are specific to the seller. Because it can be of heterogeneous magnitude across sellers, it contributes to the cross-sectional dispersion in firm-level volatilities (Gabaix, 2011, section 2.5 for instance). The second term can be interpreted as the aggregate component of sellers’ volatility. Selling to a broader set of markets is a way for the firm to hedge against such country-specific shocks. This possibility is at the root of the argument in Caselli et al. (2015), mostly viewed from a macro-economic perspective. Finally, the third term captures the impact of buyer- and seller-buyer shocks. We grouped these terms since their impact depends on the structure of the firm’s portfolio of clients, its trade network. A less concentrated trade network mechanically reduces the firm’s exposure to such shocks. Of course, having a less concentrated portfolio is not the only source of risk hedging in this set-up. A firm might have little exposure to buyer-related shocks if it interacts with less volatile partners and/or if its portfolio is made of partners that co-move negatively. This is the reason why both the structure of portfolios (as measured by the weighting parameters) and the individual shocks jointly determine the size of this component.16

An equivalent formula can also be obtained at the macro-level by aggregating across sellers. In words, the volatility of aggregate export growth can be decomposed into the sum of the economy’s residual exposure to various sources of risk. The residual exposure to seller-specific shocks naturally depends on the extent of diversification in sales across exporters; an argument at the root of the “granular hypothesis” in Gabaix (2011). The aggregate impact of country×sector-specific shocks depends on the extent of geographic diversification (Caselli et al., 2015). Finally, how much buyer and buyer-seller shocks contribute to aggregate volatility depends on the diversification of import purchases, across buyers and buyer-seller pairs, respectively.

Having discussed how the interaction between the Trade Network and the different shocks hitting its nodes determines the extent of volatility in trade markets, we now describe the data used to implement the strategy we have just been describing.

3. Data and stylized facts

3.1. Data

The empirical analysis is conducted using detailed export data covering the universe of French firms. The data are provided by the French Customs. The full data set covers all transactions that involve a French exporter and an importing firm located in the European Union, over the 1995–2007 period.

For each transaction, the data set records the identity of the exporting firm (its SIREN identifier), the identification number of the importer (an anonymized version of its VAT code), the date of the transaction (month and year), the product category (at the 8-digit level of the combined nomenclature) and the value of the shipment.17 In the analysis, data are aggregated across transactions within a year, for each exporter-importer pair.18

Statistics on the dimensionality of the Trade Network, as observed in 2007, are presented in Table 1. For this particular year, the data set includes 42,888 French firms exporting to 334,905 individual buyers located in 11 countries of the European Union. Total exports by these firms amount to 207 billions euros. Whereas large destination markets naturally involve more firms on both sides of the border, the density of trade networks, as measured by the number of active pairs divided by the potential number of relationships, is actually lower in countries like Germany or Belgium.

---

15 Here as in the rest of the analysis, we focus on the growth of a seller’s sales at the intensive margin, i.e. driven by buyers that belong to its trade network in \( t - 1 \) and \( t \). This is justified by the empirical strategy which estimates shocks affecting firm-to-firm growth rates. Appendix B in the Online Appendix discusses how extensive adjustments affect our measure of volatility.

16 Note that the decomposition in equation (4) is exact, in the sense that we do not condition on a constant distribution of weights as in Carvalho and Gabaix (2013) or di Giovanni et al. (2014) but instead take into account the variability in the structure of the Trade Network as a source of volatility in the small. More specifically, we use the following formula for firm-level volatility: \( \text{Var}(g_{s,t}) = \frac{1}{T} \sum_{t=1}^{T} \left( \sum_{s} w_{s,t}^{i,j} \cdot \epsilon_{s,t} \right) \cdot \frac{1}{T} \sum_{t=1}^{T} \sum_{s} w_{s,t}^{i,j} \cdot \epsilon_{s,t} \).

17 French Customs data track trade between French firms and foreign buyers identified through their VAT number. The data do not capture direct exports to individuals.

18 Notice that, even though we track each sale a seller makes to each country, we cannot do the same for buyers. More precisely, we cannot know if the same buyer buys from two foreign sellers from two different countries. More generally, since we do not have additional information on the buyer, we cannot say whether it is an affiliate of the same (multinational) firm as the seller or indeed if two buyers in our data are connected through multinational linkages. Such link could affect the volatility of a firm-to-firm relationship, which is left unconstrained in the empirical analysis.
Two types of information are not reported in the data which forces us to work with a flexible estimation procedure. First, we do not know whether transactions are arm’s length or involve related parties. In 1999—the only year for which the information exists in French data—40% of French exports was conducted within multinational companies. This represents 10% of seller-product-destination triplets (Davies et al., 2018). While the model does not explicitly take multinationals into account, it might be that intra-firm trade is hit by specific sources of shocks. In our empirical model, such shocks would be absorbed into the residual and contribute to the volatility of seller-buyer growth components.

Second, the industry of foreign importers is not reported in the data. However, a large share of France’s exports is likely to be intermediated through foreign wholesalers. The technology and demand of wholesalers may differ from the ones of manufacturing buyers, as well as their intrinsic (buyer-specific) volatility. This does not constitute a threat to identification though, as we do not impose any restriction on this source of heterogeneity across buyers.

We impose different restrictions to the data. While the data are exhaustive for transactions within the EU, small exporters are allowed to fill a “simplified” form that does not require the product category of exported goods. This is problematic whenever the empirical strategy controls for sector-specific determinants of the outcome variable since the corresponding transactions cannot be included in the data set. The “simplified” regime concerns firms with total exports in the European Union in a given year below 100,000 euros (2018). This is problematic whenever the empirical strategy controls for sector-specific determinants of the outcome variable since the corresponding transactions cannot be included in the data set. The “simplified” regime concerns firms with total exports in the European Union in a given year below 100,000 euros (2018). This is problematic whenever the empirical strategy controls for sector-specific determinants of the outcome variable since the corresponding transactions cannot be included in the data set. The “simplified” regime concerns firms with total exports in the European Union in a given year below 100,000 euros (2018). This is problematic whenever the empirical strategy controls for sector-specific determinants of the outcome variable since the corresponding transactions cannot be included in the data set. The “simplified” regime concerns firms with total exports in the European Union in a given year below 100,000 euros (2018).

In the panel dimension, the different shocks are identified for: i) transactions active for at least two consecutive years - to be able to compute firm-to-firm growth rates; ii) transactions in the main connected group of the Trade Network. To minimize the effect of outliers on our measures of volatility, we further base our estimates on observations for which the (log-) growth rate lies in the interval [−0.8; 4]. This leaves us with a data set comprising more than 3.8 millions observations (firm-to-firm growth rates) that represent 53% of EU15 sales. To summarize, our sample is the outcome of two types of restriction. First, we have a geographic restriction as the seller-buyer data are only available for French exports to EU countries. Second, we have restrictions linked to our estimation strategy. Table 2 compares our final sample with different samples relaxing these constraints. The first five lines compare the size and features of sub-samples of firms which sales are gradually restricted to the geographic coverage of the estimation sample, namely export sales to 11 EU countries. At the level of individual firms, we find a strong correlation between the volatility of sales to the 11 countries that compose the estimation sample and overall export sales (see the last column in lines 2–5 in Table 2). The correlation of the volatility of overall and export sales computed based on the first two lines is however smaller, at 23%, although still significant. This suggests that our estimation sample is representative of firms’ export sales volatility and somewhat correlated with the volatility of their overall sales. More costly are the various restrictions imposed by the estimation strategy, that force us to cover only half of French firms’ EU exports (see the last line in Table 2) and 50% of the overall population of exporters. This sub-population, the correlation between the firms’ volatility in the estimation sample and the volatility of their EU11 export sales is equal to 34%. The reason is that the estimation strategy imposes a number of constraints that amount to neglecting many small and potentially volatile export flows, notably affecting the extensive margin of exports. This explains that the median volatility of a firm’s exports in this sub-sample

---

19 The exception is French exports to Belgium in 2005. For this year, we know the main industry of Belgian buyers for 12% of seller-buyer pairs accounting for 65% of Belgian imports from France. Belgian manufacturing firms made about 32% of Belgian imports from France; wholesalers 26%; buyers in other sectors 6% (we do not know the sector for the remaining 35%). Descriptive statistics suggest that identified Belgian wholesalers do not differ markedly from manufacturing firms, in terms of their trade network with France. On average they interact with 6.8 French suppliers, when manufacturing firms interact with 8.7 exporters. French sellers interacting with Belgian wholesalers do not differ significantly from those interacting with Belgian manufacturing firms either.

20 Wholesale trade for instance accounts for 41% of the value of French imports (di Giovanni et al., 2019).

---

Table 1
Summary statistics on the trade network.

<table>
<thead>
<tr>
<th>Value of exports (bil.€)</th>
<th># French sellers</th>
<th># foreign buyers</th>
<th># pairs of buyer-seller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>26.6</td>
<td>29,941</td>
<td>74,427</td>
</tr>
<tr>
<td>Denmark</td>
<td>2.8</td>
<td>8567</td>
<td>9248</td>
</tr>
<tr>
<td>Finland</td>
<td>1.85</td>
<td>5420</td>
<td>5379</td>
</tr>
<tr>
<td>Germany</td>
<td>50.2</td>
<td>25,078</td>
<td>122,568</td>
</tr>
<tr>
<td>Ireland</td>
<td>2.54</td>
<td>6508</td>
<td>6857</td>
</tr>
<tr>
<td>Italy</td>
<td>32.0</td>
<td>20,565</td>
<td>100,115</td>
</tr>
<tr>
<td>Netherlands</td>
<td>15.5</td>
<td>16,851</td>
<td>35,080</td>
</tr>
<tr>
<td>Portugal</td>
<td>4.59</td>
<td>11,980</td>
<td>20,331</td>
</tr>
<tr>
<td>Spain</td>
<td>35.5</td>
<td>22,038</td>
<td>80,178</td>
</tr>
<tr>
<td>Sweden</td>
<td>5.08</td>
<td>7896</td>
<td>10,757</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>30.6</td>
<td>19,289</td>
<td>52,596</td>
</tr>
<tr>
<td>EU11</td>
<td>207</td>
<td>42,888</td>
<td>334,905</td>
</tr>
</tbody>
</table>

Table 2
Data coverage: exports versus overall sales and overall exports versus estimation sample.

<table>
<thead>
<tr>
<th>Value of sales (bil.€)</th>
<th># of obs</th>
<th>Median volatility</th>
<th># of firms</th>
<th>Corr. vol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Overall versus export sales</td>
<td>Total sales</td>
<td>32.99</td>
<td>8,841,503</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Export sales</td>
<td>5.71</td>
<td>2,152,793</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>EU 28 exports</td>
<td>2.68</td>
<td>745,173</td>
<td>0.52</td>
</tr>
<tr>
<td>Panel B: Total export versus estimation sample sales</td>
<td>EU 15 exports</td>
<td>2.32</td>
<td>15,366,251</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>EU 11 exports</td>
<td>2.18</td>
<td>14,069,787</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Estimation sample</td>
<td>1.23</td>
<td>3,834,655</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Notes: This table gives the coverage of the sample in comparison with firms’ overall sales (Top Panel, Source: INSEE-Ficus and Customs, Firm-to-destination export data set) and firms’ intra-EU exports (Bottom Panel, Source: Customs, Firm-to-firm export data set). The first column reports the value of sales (in trillion euros). The second column presents the number of observations (seller-year in Panel A, seller-buyer-year in Panel B). The third column presents the volatility of the median firm in the sample, where the volatility is defined as the standard deviation of annual sales growth, restricted to second-order moments computed on at least four points and excluding outlier growth rates. The fourth column reports the number of firms used to compute the median volatility. Note that the number of such firms is slightly larger for “EU 15 exports” than “EU 28 exports” due to slightly different coverages across both custom data sets, the firm-to-firm export data set covering export flows that are intra-firm transactions in the firm-to-destination data set. The last column reports correlation coefficients across measures of firm-level volatility. All correlation coefficients are significant at the 1% level.
is somewhat reduced, at 0.45. In Section B of the Online Appendix, we discuss into more details the impact of extensive adjustments on firm-level and aggregate volatility.

3.2. Diversification in trade networks

To conclude this data section, let us discuss a number of stylized facts regarding the amount of diversification implied by the data. As discussed in Section 2.3, the structure of exporters’ portfolio interacts with the shocks to determine firms and countries’ residual volatility. Section A of the Online Appendix provides a detailed analysis of the structure of the Trade Network. The main result which emerges from the analysis is the low degree of diversification in individual firms’ export portfolios, both across and within countries. Using the notations of eq. (4), the distribution of the \( w_{ik}^l \) and \( w_{ik}^s \), weights is skewed within a firm and in the population of French exporters.

This (lack of) diversification is illustrated in Fig. 1, which shows the cumulated distribution of French exporters, ordered by the number of EU destinations they serve (left panel), and the number of buyers they are connected to, within a destination (right panel).22 In our sample, 25% of French exporters serve a single destination, within the EU, i.e. \( w_{ik}^l = 0 \) \( \forall \) but one country. At the other side of the distribution, less than 20% of firms serve more than 6 EU countries.23 Within a destination, the number of buyers served is also relatively small on average, with 43% of exporters [times their export destination] serving a single partner there (\( w_{ik}^s = w_{ik}^l \)) and only 12% of firms having more than 10 partners.

Participation into export markets as well as the number of partners served within a destination is known to be the result of exporters’ self-selecting into exports (Mayer and Ottaviano, 2008; Bernard et al., 2018). This is confirmed by the statistics in Section A of the Online Appendix. The 20% of firms that serve more than 6 destinations thus account for almost 70% of the value of French exports while the 12% of exporters with more than 10 partners in a destination represent 40% of the aggregate flow. Large exporters tend to serve more destinations and more buyers within a destination, and should thus end up better diversified across and within countries.

While this is indeed the case in our data, the additional lines in Fig. 1 show that this does not imply that large firms end up fully diversified. The reason is that the within-firm distribution of export sales tends to be skewed towards one or two main partners, even when the number of such partners is relatively large. To illustrate this, we reproduced the cumulative distributions, restricting the analysis to each firm’s top destinations and partners, that cumulate at least 90%, 50% and 10% of the firm’s exports (see the diamond, triangle and square lines in Fig. 1, respectively). This shifts the distributions up, with the last two distributions being very close to a horizontal line. The shift is a direct consequence of the distribution of sales being skewed, across partners within an exporter’s portfolio. To see why, consider the distribution of the number of buyers per seller based on total and the top 90% sales. If sales were equally distributed across partners, restricting the sample to the top 90% of a firm’s sales would not affect the distribution since no buyer importing from an exporter serving at least two buyers would represent less than 10% of this exporter’s sales. Likewise, focusing on the firm’s top 50% sales would hardly change the distribution, for firms serving three partners or more. Instead, what the figure shows is that the distributions are very different. Indeed, for the vast majority of French exporters a single partner in a single destination is responsible for at least 50% of export sales. This explains that the distributions restricted to the Top 50 and Top 10% of a firm’s sales are close to horizontal and that even the distribution based on top 90% sales is relatively far from the overall distribution.

This lack of diversification has consequences in the aggregate, as illustrated in Table 3. Our statistics presented in Column (1) of Table 3 confirm results in Cabai (2011) and Mayer and Ottaviano (2008): the distribution of firms’ size is extremely skewed and the concentration of sales is even stronger among exporters. Indeed, the Herfindahl index of French exports is more than 200 times what it would be shall exports be split evenly across individuals. The top 10% firms are thus responsible for 90% of aggregate trade. Less documented is the fact that the concentration of trade is even more pronounced across importers (column (2)) and across seller-buyer pairs (column (3)). Such levels of export concentration imply that the overall economy is strongly exposed to individual shocks hitting the largest firms at both sides of the border.

4. Results

4.1. Summary statistics on estimated shocks

Summary statistics on the estimated shocks are provided in Table 4. All three individual components are identified for 3.8 millions (growth) observations. There are 12 years, 11 countries and 35 2-digit industries, hence more than 4300 “aggregate” (i.e. sector \( \times \) country \( \times \) year) shocks. Finally, we are in position to identify more than 200,000 seller (time) effects, using an average of 13 observations per effect and 930,000 buyer (time) effects, using on average 4 observations per effect.

Without much surprise, the residual match-specific component is found to have the largest variance. But the other two individual components also display substantial variability. The dispersion of the macro shocks is instead an order of magnitude lower. The robustness of these findings can be assessed based on Table A1 which reproduces the same statistics obtained from the two alternative models, namely the “Monopolistic competition” and “Oligopolistic competition” models. The estimated variance of the seller-specific shocks is somewhat larger in these estimations that control for feedback effects of such shocks onto the buyer input price index. Likewise, the estimated variance of aggregate shocks is inflated in the “Oligopolistic Competition” model, when these shocks are allowed to be (heterogeneously) passed-through into buyer-specific prices.24

Of course, these standard errors hide a huge amount of heterogeneity. Some of this heterogeneity is due to variations in the precision of estimates, which can be relatively low for some of these fixed effects due to the sparsity of the underlying graph (Jochmans and Weidner, 2017). Section B.2 of the Appendix discusses how the main results vary when we exclude shocks identified over a small number of observations. But the heterogeneity also reflects different volatility patterns for shocks, across individuals and countries. In the rest of the analysis, we will take this heterogeneity as given and study what it implies for the residual exposure of firms and countries to the shocks.

---

22 The circles line in the left panel thus shows the share of French exporters serving \( x \) destinations or less, which is naturally equal to 100% when we reach 11 countries, our sample. Likewise, the circles line in the right panel measures the share of exporters serving \( x \) buyers or less in a given destination. The other three lines in each panel depict the cumulated distributions obtained from firms’ sales, when the smallest destinations / partners are excluded from the analysis. These are meant to show that even firms serving many destinations and partners usually have quite concentrated export portfolios with most of their sales going to their main destination / partner.

23 The limited number of destinations served by the typical seller in these data is not due to the data being restricted to EU exports. When the equivalent distribution is calculated on the whole sample of firm-level export flows, which neglects the buyer dimension but is not confined to EU exports, results are even sparser. In these data, 44% of French exporters serve a single destination while 22% serve 7 destinations or more.

24 One may be concerned that estimates are biased by the selection of firms into the sample. Since the fixed effects estimator is applied to the cross-section of growth rates, extensive margin adjustments are not taken into account in the estimation. If firms’ exit is endogenous to (negative) shocks, this might have a significant impact on the distribution of shocks. We did try to account for attrition after a negative shock. Namely, we estimated the model again using a weighted estimator that gave more weight to observations that were more likely to exit the sample. Exit probabilities were recovered in a first step from a selection equation using the structure of the firm’s portfolio as exogenous regressor. Results available upon request were virtually unchanged.
4.2. Firms’ diversification and exposure to micro-demand shocks

To establish the link between the within-firm distribution of export sales and firms’ exposure to microeconomic demand risks, we now combine the estimated shocks with the observed structure of trade networks to compute the determinants of a firm’s volatility as in eq. (4). Results are summarized in Table 5. The first line displays the volatility of the average firm’s export growth in the estimation sample. The subsequent lines report “counterfactual” volatilities whereby one or several determinants of the firm’s growth are muted. The percentage impact on firms’ volatility reported in the second column is indicative of the relative contribution of this particular shock to fluctuations in export growth. In practice, we shut down all the variance and covariance components of eq. (4) that involve a particular shock. As should be clear from eq. (4), the impact of muting a shock depends on: i) the variance of the shock for the particular firm under study (e.g. \( \text{Var}(\varepsilon_{it}) \) when the seller-specific shock is muted); ii) the extent to which this shock is diversified along the firm’s portfolio (which depends on the firm’s trade network as established in Section 2.3); and iii) the empirical covariance of this shock with other growth components.\(^{25}\) While the identification strategy imposes orthogonality across the shocks on average, empirical covariances within a particular exporter can be a significant source of volatility, which explains that the various counterfactuals do not exactly sum up.

Results in Table 5 confirm that volatility at the firm-level is mostly driven by microeconomic shocks. Muting all “macro” growth components hardly affect firms’ volatility. Instead, muting the seller-specific shocks or the two buyer-related ones has a strong impact on firms’ volatility. The volatility under these two counterfactual experiments is almost halved. The relative contribution of shocks is comparable in the alternative “Monopolistic competition” and “Oligopolistic competition” models, as shown in Table A2.

\(^{25}\) It has to be noted that these “counterfactuals” are computed under the assumption that the distribution of weights, the firm’s trade network using the wording of Section 2.3, is left unaffected. A full fledged counterfactual exercise would need to take into account that the observed distribution of weights is conditional on the realization of past shocks, and is potentially different from the counterfactual one. Since the counterfactual experiments are used as a way to measure the contribution of each shock to the volatility of exports, we decided to neglect this indirect effect and focus on the impact of muting one source of shocks conditional on the structure of the network.

Using the insight of eq. (4) and the results in Table 4, microeconomic seller-specific shocks should have a strong impact on a firm’s volatility: these shocks are volatile and have a one-to-one impact on the variance of a firm’s export growth. The large impact of microeconomic buyer-
related shocks is instead more surprising as this source of risk naturally diversifies along the firm’s portfolio of sales. These shocks have a substantial impact on the firms’ volatility because most firms are poorly diversified.

This statement is illustrated in Fig. 2 which shows the median exposure to buyer-related microeconomic shocks (as measured by $\text{Var}(g_i | \epsilon_{i,t} = 0)$) in each decile of the distribution of firms’ sales concentration indices. The clear upward-trending relationship means that residual exposure to microeconomic demand shocks is stronger when firms have more concentrated sales. Firms in the tenth decile of the distribution of concentration indices are almost four times more exposed to these shocks than firms in the first decile. This is true even though firms have the possibility to compensate a high degree of concentration in sales by the interaction with less volatile partners. For instance, one might explain the difference in portfolio concentration by different strategies for serving foreign markets. As discussed in Bernard et al. (2010), some firms directly serve foreign clients abroad while others interact with a single intermediary, which is later in charge of serving the foreign market with the firm’s products. Direct trade implies a larger number of partners served, in comparison with intermediated trade which mostly involves a single intermediary. This intermediary itself aggregating the demand of many foreign partners, one should expect the volatility of its demand to be lower than the typical final consumer. While our strategy does not rule out this possibility and leaves buyer-specific volatilities unconstrained, our results show that such counteracting force is not sufficiently strong to compensate for the mechanical effect that diversification in sales has on firms’ exposure to microeconomic demand shocks.

4.3. Exposure to micro demand shocks along the size distribution

The previous sub-section has established that firms in our sample are strongly exposed to microeconomic demand shocks and that such exposure declines with the diversification of export portfolios. Since such diversification in part reflects the self-selection of firms into exporting, one should expect this to contribute to heterogeneity in volatilities along the size distribution. Fig. 3 shows that this is indeed the case; although the correlation is weaker than expected.

Namely, Fig. 3 plots the median volatility of firms in each decile of the firms’ size distribution, together with its main components. Consider first the dark bars which correspond to the raw data. As already documented in the literature (di Giovanni et al., 2014), firm-level volatility is strongly decreasing in size, with firms in the first decile of the distribution being more than twice as volatile as the 10% largest exporters. As shown by the light grey bars of Fig. 3, the size-volatility relationship mimics almost perfectly the tendency of large firms to be exposed to less volatile seller-specific shocks. This is consistent with the interpretation found in the literature, that idiosyncratic supply risk is lowered for large firms (see for instance, Gabaix (2011), section 2.5).

The correlation is less pronounced when focusing on the microeconomic demand shocks, which are diversifiable within a firm. The size of the medium grey bars is indeed decreasing slowly along the distribution of size decile up to the eighth decile. The reason is that medium size firms are only slightly better diversified in sales than small firms. Even firms at the top of the distribution have relatively skewed sales, thus being left quite exposed to microeconomic demand risk. Because of this, we shall expect these individual shocks to continue contributing significantly to the volatility “in the large”, of aggregate exports.

4.4. Exposure to foreign risk and aggregate volatility

The distribution of firms’ size is extremely skewed, as illustrated using our data based on Table 3. This skewness implies that shocks to the largest firms have a substantial impact on aggregate fluctuations (Gabaix, 2011). This is confirmed in Table 6 which decomposes the

<p>| Table 5 |
|-----------------|-----------------|
| Summary statistics on the actual and counterfactual distributions of firm-level volatilities. | |</p>
<table>
<thead>
<tr>
<th>Mean</th>
<th>%Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual volatility $\text{Var}(g_{i,t})$</td>
<td>0.192</td>
</tr>
<tr>
<td>Volatility when muting Aggregate shocks $\text{Var}(g_i</td>
<td>\epsilon_{i,t} = 0)$</td>
</tr>
<tr>
<td>Seller-specific shocks $\text{Var}(g_i</td>
<td>\epsilon_{i,t} = 0)$</td>
</tr>
<tr>
<td>Buyer-related shocks $\text{Var}(g_i</td>
<td>\epsilon_{i,t} = 0)$</td>
</tr>
<tr>
<td>One buyer-related shock after the other Buyer-specific Var$(</td>
<td>g_{i,t}</td>
</tr>
<tr>
<td>Match-specific Var$(</td>
<td>g_{i,t}</td>
</tr>
</tbody>
</table>

Notes: This table gives summary statistics on the actual and counterfactual levels of firm-level volatility, at the mean of the distribution. The counterfactuals are obtained by muting different shocks one after the other. The first column is the level of the variance at the mean, in the actual and counterfactual distributions. The second column reports the percentage difference between the corresponding counterfactual and actual variance levels.

Fig. 2. Firms’ sales concentration and buyer-driven volatility. Notes: This graph represents the amount of volatility driven by micro buyer-related shocks for firms with different level of sales concentration. Volatility driven by buyer-related shocks is defined as $\text{Var}(g_i | \epsilon_{i,t} = 0)$. Concentration (diversification) is measured using the year-average Herfindahl index of French exporters computed over their European buyers. Firms are grouped by decile of concentration.
Volatility in the large, i.e. the variance of aggregate (bilateral and multilateral) export growth, into its various components. Here again, we compare aggregate volatilities with a number of “counterfactuals” that mute one or several sources of volatility, leaving the structure of the Trade Network unchanged. This helps deal with empirical covariances across shocks.

Once the analysis is performed at the aggregate level, common aggregate shocks naturally start contributing substantially to the overall volatility. Muting these shocks thus reduces the volatility of exports by 38% in the bilateral case and 62% for multilateral exports. However, this does not mean that the three microeconomic shocks become irrelevant. Instead, their combined contribution to overall volatility is comparable to that of aggregate shocks at the multilateral level and even stronger when volatility is computed country-by-country (see the comparison of the second and third lines in Table 6). The reason why individual shocks have a substantial impact in the aggregate is the strong concentration of exports documented in Table 3. To show this, the last line in Table 6 reports the results of another counterfactual experiment in which all shocks are left unaffected but firm-to-firm relationships are assumed symmetric within and across each firm’s portfolio (i.e. \( w_{ij, t-1} = w_{ij-1} \)). In such “symmetric” Trade Network, the amount of volatility is as low as it is when all microeconomic shocks are muted. The significant impact of microeconomic shocks is due to the strong concentration of sales in international markets.

The large contribution of microeconomic shocks to aggregate fluctuations confirms insights of the granularity literature, in the context of export sales. di Giovanni et al. (2014) estimate that around 50% of fluctuations in French aggregate sales is attributable to microeconomic growth components. What the structural approach developed in this paper adds to this literature is a more comprehensive decomposition of these “granular” fluctuations with the explicit consideration of micro demand shocks. Namely, the additional counterfactuals in Table 6 allow us to compare the relative contribution of each individual shock, for the volatility in the large. First, notice that the relative contribution of seller-specific components is naturally larger in the multilateral than in the bilateral case. This is because this source of volatility is not diversified across destinations while the other two are. In bilateral data, all three microeconomic shocks instead contribute almost equally to the variance of aggregate exports. Together, these results indicate that both macro and micro shocks contribute substantially to explaining the level of volatility in export data. We conclude this section by assessing their contribution to the heterogeneity across destination markets. Namely, we decompose the

---

26 The reason why the relative contribution of microeconomic shocks is reduced in the multilateral case is that selling goods to several countries mechanically induces a diversification of sales across individual partners. As a consequence, diversification in sales is larger in the multilateral than in the bilateral case.

---

Table 6

<table>
<thead>
<tr>
<th></th>
<th>Bilateral Variance</th>
<th>Multilateral Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%Change</td>
<td>%Change</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Actual variance (\text{Var}(\cdot))</td>
<td>0.0042</td>
<td>0.0015</td>
</tr>
<tr>
<td>Mute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate shocks (\text{Var}(\cdot</td>
<td><em>{\epsilon</em>{i} = 0}))</td>
<td>0.0026</td>
</tr>
<tr>
<td>Micro. shocks (\text{Var}(\cdot</td>
<td><em>{\epsilon</em>{i} \neq \epsilon_{j} = 0}))</td>
<td>0.0008</td>
</tr>
<tr>
<td>Seller-specific shocks (\text{Var}(\cdot</td>
<td><em>{s</em>{i} = 0}))</td>
<td>0.0035</td>
</tr>
<tr>
<td>Buyer-specific (\text{Var}(\cdot</td>
<td><em>{b</em>{i} = 0}))</td>
<td>0.0044</td>
</tr>
<tr>
<td>Match-specific (\text{Var}(\cdot</td>
<td><em>{w</em>{ij} = 0}))</td>
<td>0.0030</td>
</tr>
<tr>
<td>Granularity (\text{Var}(\cdot</td>
<td><em>{w</em>{ij} = w_{ij}}))</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Notes: Column (1) reports the median variance of bilateral export growth volatility, in the data and the counterfactual experiments. Column (2) is the median percentage change in the volatility of bilateral exports, in the counterfactual in comparison with the actual variance. Column (3) corresponds to the actual and counterfactual variances of multilateral exports. The same results expressed in percentage change from the actual multilateral variance are reported in Column (4).

---

27 This result is somewhat sensitive to market structure assumptions as shown by the comparison of results based on the three alternative models in Table A3. The relative impact of removing buyer-specific components is thus found larger in the Monopolistic and Oligopolistic competition cases than in the benchmark model. Under these two market structure assumptions, the direct impact of the seller and seller-buyer shocks is indeed attenuated by feedback effects on the buyer’s price index. The relative contribution of seller-specific and seller-buyer shocks is further reduced in the Oligopolistic case, because mark-up adjustments induce an incomplete pass-through of such shocks onto the price paid by buyers.
cross-sectional variation in destination-specific growth volatilities into its different drivers using the following identity:

\[
\text{Var}(g_{it}) = \text{Cov}(g_{it}, e_{is}) + \text{Cov}(g_{it}, \sum_{b \in \{b \cap i\}} w_{bt-1} e_{bs}) + \text{Cov}(g_{it}, \sum_{s \in i} \sum_{b \in \{b \cap i\}} w_{bt-1} e_{bst})
\]

where \(w_{bt-1}, w_{bt-1}^{l}, \text{ and } w_{bst}^{l}\) respectively denote the share of seller \(s\), buyer \(b\), and the seller-buyer pair \((s, b)\) in bilateral exports, at \(t - 1\). By regressing each term on the right-hand side on the overall variance of destination-specific export growth, one obtains a measure of how much of the variation in bilateral volatilities can be attributed to each component. The results of the regressions under various market structure assumptions can be found in Table A4 of the Appendix. The conclusions presented below are robust to these alternatives.

Results confirm the overriding role of microeconomic shocks, most notably buyer-specific ones as a driver of volatility. Indeed, 50% of the cross-country heterogeneity in export growth volatilities is attributable to the heterogeneity in the preponderance of these shocks, while seller-specific, aggregate and seller-buyer shocks respectively account for 24, 18 and 9% of the cross-sectional variance. The large effect of microeconomic shocks is due to the structure of the Trade Network being quite heterogeneous across destinations, especially on the buyer side. More concentrated and more connected destinations induce a stronger exposure to buyer-specific shocks, exacerbating the volatility of exports. The contribution of seller-specific shocks, although lower, is also substantial and triggered by a similar heterogeneity in the structure of trade networks. Instead, the degree of exposure to seller-buyer shocks does not seem key to explain the variance of export sales in various destinations, and the corresponding coefficient is not significant. Although these results need to be taken with precaution given the small number of destination in the sample and their specificities, they confirm that the examination of the micro-structure of trade networks and the nature of shocks hitting individual firms is useful to understand the determinants of macroeconomic volatility. Individual shocks hitting the foreign clients together with the diversification of sellers and the connectedness of these clients turn out to be an important driver of volatility. These should not be neglected in future work on trade openness and volatility.

5. Conclusion

In this paper, we provide an integrated account of the sources of individual and aggregate export volatility. The novelty is to account for the possibility that individual shocks hitting exporters’ foreign clientele drive part of this volatility. We first propose a structural method for identifying different sources of fluctuations in seller-buyer relationships. This method allows us to analyze export sales volatility in terms of i) microeconomic sources of fluctuations; ii) the microeconomic structure of trade networks. Our emphasis on the firms’ portfolio of clients, and the identification of buyer-related shocks as a key driver of fluctuations are, we believe, novel contributions. In presence of buyer-related shocks, differences in the diversification of individual exporters remain a key driver of these firms’ heterogeneous volatilities. This is true even though entering foreign markets (almost mechanically) reduces the volatility of individual exports and therefore allows firms to diversify this buyer-related source of risk. Furthermore, even the largest exporters are not very diversified and end up being exposed to microeconomic demand risks. In turn, the limited diversification of large exporters and the connectedness of the largest buyers bring a large amount of “granular” risk to the overall economy, through their exposure to microeconomic supply and demand shocks. Since international trade tends to inflate the importance of these large firms in the aggregate, these combined mechanisms increase the amount of macroeconomic volatility and explain why individual-level foreign demand shocks are not only an important source of firm-level volatility but also of aggregate fluctuations.

Supplementary data
Supplementary data to this article can be found online at https://doi.org/10.1016/j.jinteco.2019.103276.

Appendix A. Details on the estimation strategy
A.1. General structure of the problem

The three estimated equations detailed below share a common structure, namely a decomposition of a firm-to-firm growth term into various components:

\[
G_{bt} = e_{it} + \chi_{t}^{E} + \beta_{t}^{E} + \nu_{t}
\]

or, in matrix format:

\[
G_{t} = \alpha_{t}^{E} \Xi_{t}^{E} + \chi_{t}^{E} + \beta_{t}^{E} \Xi_{t}^{E} + \nu_{t}
\]

where \(G_{t}\) is the vector containing the growth terms (which is \(N_{t} \times 1\), \(N_{t}\) designing the number of observations for year \(t\)), \(\alpha_{t}\) is the design matrix for the year-\(t\) country-sector effects (\(N_{t} \times N_{i}^{E}\) the number of country-sector for year \(t\)), \(\chi_{t}\) is the design matrix for the year-\(t\) seller effects (\(N_{t} \times N_{b}^{E}\)), where \(N_{b}^{E}\) is the number of sellers for year \(t\), \(\beta_{t}\) is the design matrix for the year-\(t\) buyer effects (\(N_{t} \times N_{b}^{E}\) where \(N_{b}^{E}\) is the number of buyers \(b\), at date \(t\)), and \(\nu_{t}\) is the vector of residuals (\(N_{t} \times 1\)).

Such structure is comparable to the equation estimated in Abowd et al. (1999), where identification is achieved assuming:

\[
E[e_{bt} | b, s, \hat{\mu}] = 0 \quad \forall \ t \iff E(e_{bt} | \alpha_{t}, \chi_{t}, \beta_{t}) = 0
\]

In the following, we will explain how the estimation is performed when this orthogonality assumption is complemented with additional restrictions on the correlation between the other components. Before this, let us summarize how the estimation works in the non-structural case.

---

28 Because some of our firms sell multiple products, the definition of the firm’s “industry” is not necessarily straightforward. We chose to affect each seller-buyer pair to the “industry” that corresponds to the most important product constituting the corresponding trade flow. Industries are defined by the 2-digit level of the HS nomenclature.
As in Abowd et al. (1999), identification of the seller and buyer components requires that the buyers and sellers must be connected in the sense of belonging to a connected group. For each connected group, all the buyer and seller effects are identifiable up to a normalization constraint. To have comparable effects, we focus our analysis on the largest component. Since trade networks are extremely well connected, this restriction does not affect our conclusions since the largest component comprises more than 95% of all observations.\footnote{In a previous version of this paper, we adopted a slightly different version of the model, in which seller effects where country-specific. Therefore, the equation above could be estimated country by country. In this version, a seller is endowed with a unique seller-effect in the year common to all its destinations. Obviously, buyers are all country-specific since there is no common identifier. The benefits of this new strategy are clear on at least two grounds. First, the network is denser and many more observations are now “connected”; hence with identified effects. Second, because we have more available observations to estimate each of the seller effects (at least for those sellers that export to at least two countries), the precision of the estimated seller effects is increased.}

Note that the above equation could be estimated in the panel dimension. Since the ultimate objective is to use the estimated effects to discuss the sources of volatility in the data, we decided to estimate the model year-by-year, relying exclusively on the cross-sectional dimension to identify the estimated effects. This strategy allows us to avoid imposing undue structure on the correlation of growth components through time. Whereas in the model of section 2.1, shocks are implicitly not autocorrelated, estimating the model year-by-year does not impose any restriction on the correlation over time of the various components; the only constraints are imposed on the cross-sectional dimension of the growth components.

Let us now give a concrete example on how identification is achieved in these high-dimensional fixed effects regressions. Suppose that the largest connected group for a given year is made of two sellers $s_1$ and $s_2$ and two buyers $b_1$ and $b_2$. $s_1$ exports to $b_1$ and $b_2$ while $s_2$ only serves $b_2$. To simplify, neglect for now aggregate shocks, by assuming that the left-hand side variables have already been purged from their common component. Hence:

$$
g_{s_1 b_1} = \varepsilon_{s_1} + \varepsilon_{b_1} + \varepsilon_{s_1 b_1}$$
$$
g_{s_1 b_2} = \varepsilon_{s_1} + \varepsilon_{b_2} + \varepsilon_{s_1 b_2}$$
$$
g_{s_2 b_2} = \varepsilon_{s_2} + \varepsilon_{b_2} + \varepsilon_{s_2 b_2}
$$

The OLS solution to estimating the fixed effects $\varepsilon_{s_1}, \varepsilon_{s_2}, \varepsilon_{b_1}$ and $\varepsilon_{b_2}$ implies minimizing the sum of squared residuals ie

$$
\min \left[ (g_{s_1 b_1} - \varepsilon_{s_1} - \varepsilon_{b_1})^2 + (g_{s_1 b_2} - \varepsilon_{s_1} - \varepsilon_{b_2})^2 + (g_{s_2 b_2} - \varepsilon_{s_2} - \varepsilon_{b_2})^2 \right]
$$

with respect to $\varepsilon_{s_1}, \varepsilon_{s_2}, \varepsilon_{b_1}$ and $\varepsilon_{b_2}$. Moreover, the identification conditions for the buyer and seller fixed effects (i.e. their weighted sum being equal to $0$, as described in Abowd et al. (2002)) translate in our case into

$$
\varepsilon_{b_1} + 2\varepsilon_{b_2} = 0
$$
$$
\varepsilon_{s_1} + 2\varepsilon_{s_2} = 0
$$

Combining these identification constraints with the first order conditions of the minimizing problem finally yields

$$
\varepsilon_{b_1} = \frac{2}{3}(g_{s_1 b_1} - g_{s_2 b_2}), \quad \varepsilon_{b_2} = \frac{1}{3}(g_{s_1 b_2} - g_{s_1 b_1})
$$
$$
\varepsilon_{s_1} = \frac{1}{3}(g_{s_1 b_2} - g_{s_2 b_2}), \quad \varepsilon_{s_2} = \frac{2}{3}(g_{s_1 b_2} - g_{s_1 b_1})
$$

Thanks to the connectedness in this simple network, all fixed effects can be estimated, including those that correspond to poorly connected nodes ($b_1$ and $s_2$ in the example). A recent paper by Jochmans and Weidner (2017) however suggests that some of these fixed effects might be poorly estimated because the network under study is relatively sparse. To gauge the seriousness of the problem, they derive bounds on the variance of the fixed-effect estimator that uncover the importance of the structure of the network. We apply the proposed strategy to our bipartite graph. This involves first forming the normalized Laplacian of the network (based on the adjacency matrix representing the network) and then computing its eigenvalues. The second largest tells how dense is the network and at the same time intervenes when setting bounds on the standard errors of the estimated fixed effects in bipartite graphs. In our data, the corresponding eigenvalue is equal to 0.002. This is a low value, showing that our bipartite is not strongly connected and that some fixed effects may be imprecisely estimated. The consequence of this previous result is that we must assess the robustness of our conclusions when some, potentially many, effects are poorly estimated. We explain in Section B.2 how we proceed.

A.2. Benchmark model

In the baseline model, the estimated equation takes the following form:

$$
g_{sb t} = \varepsilon_{s t} + \varepsilon_{b t} + \varepsilon_{sb t}
$$

with the moment conditions:

$$
\begin{align*}
0 &= E[\varepsilon_{sb t} | b, s] \\
0 &= E[\varepsilon_{sb t} | s] \\
0 &= E[\varepsilon_{sb t} | b]
\end{align*}
\quad \forall \ t
$$

While the first moment condition is the one used in Abowd et al. (1999), the other two conditions preclude the use of the algorithm proposed by Abowd et al. (2002). Instead, we decided to use a three-step strategy in which growth is first regressed on buyer effects, the residuals of which we regress onto seller effects. This separates growth into a buyer term, a seller term and a match component. Then, each component is orthogonalized in the sector-country dimension to recover zero-mean growth components. Finally, the aggregate shock is computed as the difference between
overall growth and the sum of the three individual components: $\hat{e}_{it} = g_{ab,t} - \hat{e}_{it} - \hat{e}_{bt} - \hat{e}_{bt}$. This strategy implies a set of estimates that satisfies the above moment conditions.

A.3. Monopolistic competition

The Monopolistic Competition model helps underline a potential endogeneity issue in the benchmark case. Whenever some sellers are not atomistic in the buyer’s input bundle, the buyer-specific input price becomes endogenous to supply and match-specific taste shocks, which invalidates the orthogonality conditions surrounding the system in (3). More formally,

\[
d \ln P_{bt} = \sum_{t} w_{s,t-1} \left[ d \ln \frac{\omega_{t}}{Z_{t}} - d \ln z_{s,t} - d \ln a_{bt} \right]
\]

Seller-specific productivity shocks and match-specific preference shocks can have a substantial negative impact on the buyer-specific price index whenever $w_{s,t-1}$ is sufficiently large. This introduces a correlation between the buyer component $(\hat{e}_{it} + (\sigma - \eta)d \ln P_{bt})$ and the corresponding seller’s $\hat{e}_{bt}$ and $\hat{e}_{bt}$ terms.

Controlling for shocks affecting the buyer-specific input price index makes the growth equation a more complicated function of the fundamental shocks. To solve this problem, we estimate a transformation of the model that allows to get rid of the input price index, in the special case when all sellers entering $d \ln P_{bt}$ are located in France. The estimated equation takes the following form:

\[
g_{ab,t} = (1 + \lambda)(1 - \eta)d \ln \frac{\omega_{t}}{Z_{t}} + (1 + \lambda)d \ln A_{bt} + (1 + \lambda)(\sigma - \eta)d \ln z_{s,t} + (1 + \lambda)(\sigma - \eta)d \ln a_{bt}
\]

\[
\begin{align*}
\hat{e}_{it} + \hat{e}_{bt} + \hat{e}_{bt} + \hat{e}_{bt} \\
\frac{\sigma - \eta}{\eta - 1}
\end{align*}
\]

where

\[
g_{ab,t} = g_{ab,t}^{\text{h}} \left( \sum_{t} w_{s,t-1}^{\text{h}} \right) \text{ and } \lambda = \frac{\sigma - \eta}{\eta - 1}
\]

Intuitively, adding to the LHS variable a weighted average of the buyer’s growth rates allows to control for the seller-specific shocks entering the price index in the right-hand side of eq. (1). The choice of the loading factor $\lambda$ is such that the two cancel out exactly.

Given the structure of the model, the components in eq. (A.1) satisfy the following moment conditions:

\[
\begin{align*}
0 &= E[\hat{e}_{bt}|b,s] \\
0 &= E[\hat{e}_{bt}|s] \\
0 &= E[\hat{e}_{bt}|b] \quad \forall \ t
\end{align*}
\]

Given a value for $\lambda$, the components of the equation can be identified using Abowd et al. (2002) in the cross-section of year-specific growth rates under the first moment condition in the above system. We identify the $\lambda$ parameter using the other two conditions that imply orthogonality between the seller and buyer effects. Since the model is linear, conditional on $\lambda$, the relationship between $\lambda$ and the magnitude of the correlation between the seller and the buyer fixed effects is monotonic (Blundell and Robin, 1999). As they suggested, we implement a grid-search algorithm on all the possible values of $\lambda$ and pick the value which best satisfies the model-implied orthogonality condition. Here as well, the aggregate shocks are recovered by orthogonalizing each component in the sector × country dimension.

In models with two-way effects, even when data are simulated with no correlation between the individuals at each side of the graph (here, between buyers and sellers), estimated effects can end up being negatively correlated (Abowd et al., 2018). The intuition for this result is quite straightforward. In such additive models, when an estimation error is made on one effect, there is a corresponding estimation error of the opposite sign on the other effect. Because the standard error of these effects decreases as the number of observations used to estimate them increases, the larger the number of buyers connected to a seller, or conversely the number of sellers connected to a buyer, the more precise these effects become (see Andrews et al., 2008, for a more systematic analysis of this “limited connectivity bias”).

Based on these results, we argue that the structure of the network by itself may induce a bias in the estimated seller and buyer effects. To quantify the magnitude of this bias, we generate uncorrelated seller and buyer effects from a normal distribution with fixed, known variance for each node of the network, as well as a residual, also drawn in a normal distribution. Adding these effects, we generate simulated growth rates. These growth rates are used to estimate the seller and buyer effects using the Abowd et al. (2002) procedure and, then, compute the associated correlation between the two. This procedure is repeated 100 times. This yields a distribution of the bias using our simulated effects and the realized structure of the network since, by construction, the true correlation between these effects is equal to zero. We select the mean of this distribution as our target bias, which is $-0.0670$ in our data. We then take into account the limited connectivity bias by targeting this value for the correlation between the buyer and seller effects instead of the strict orthogonality condition implied by the model.

Using this strategy, we recover a value for $\lambda$ of 0.77, which is consistent with the model’s assumptions (namely, $1 < \eta < \sigma$). For instance, $\lambda = .77$ is consistent with an upper-level elasticity of $\eta = 3$ and a lower-level one at $\sigma = 4.5$. For this value of $\lambda$, the moment conditions in the above system are satisfied and we can thus recover orthogonal individual components in eq. (A.1). Based on these, one can finally go back to the original

---

30 Note that the alternative strategy in which growth is first regressed on seller effects before residuals are orthogonalized in the buyer dimension also satisfies the moment conditions. We checked that both strategies deliver highly correlated, although not strictly equivalent, shocks.

31 For all three components, the variance of the underlying normal distribution is calibrated using the mean variance estimated in the baseline model, that corresponds to $\lambda = 0$.

32 Note that this procedure is an attempt to control for the limited connectivity bias but is not exact as the Monte Carlo in which the bias is calibrated is not the same environment as the estimation itself. In principle, one would like to adopt a more sophisticated method of simulated moments to estimate $\lambda$. Unfortunately, there is no clear theoretical support for setting up a sampling procedure necessary to perform a simulated method of moments in our context. The reason is that the bipartite graph under consideration is sparse and, to our knowledge, there exists no theory of bootstrap in bipartite networks in a sparse setting.
Eq. (A.2) is estimated under the following moment conditions:

\[
\tilde{g}_{sbt} = (1-\eta) d \ln \frac{O_{t}}{Z_{t}} + d \ln A_{it} + (\sigma-1) d \ln z_{it} + (\eta-1) d \ln a_{bt} + (\sigma-1) d \ln a_{b,t} + (\eta-1-\sigma) \sum_{s} w_{st-1}^{b} [d \ln z_{st} + d \ln a_{b,t}]
\]

\[
= \frac{1}{1+\lambda} \tilde{z}_{it} + \epsilon_{it} + \frac{1}{1+\lambda} \tilde{e}_{bt} + \epsilon_{b,t} + \frac{\eta-\sigma}{\sigma-1} \sum_{s} w_{st-1}^{b} [\epsilon_{st} + \tilde{e}_{bt}]
\]

A.4. Oligopolistic competition

Let us finally consider an extension of the Monopolistic Competition model in which those large sellers than are non-atomistic in foreign buyers' input purchases can use their market power to price strategically and set mark-ups that are heterogeneous across buyers. In this model, the growth equation becomes:

\[
g_{sbt} = (1-\eta) d \ln \frac{O_{t}}{Z_{t}} + d \ln A_{it} + (\sigma-1) d \ln z_{it} + (\eta-1) d \ln a_{bt} + (\sigma-1) d \ln a_{b,t} + (\eta-1) \sum_{s} w_{st-1}^{b} [d \ln z_{st} + d \ln a_{b,t}]
\]

where

\[d \ln \mu_{bt} = \left( \frac{1}{\eta} - 1 \right) \mu_{bt-1} w_{st-1}^{b} d \ln w_{st}^{b}\]

\[d \ln w_{st}^{b} = (1-\sigma) d \ln P_{b,t}^{P_{b,t}}\]

If we assume that firms neglect the impact of their markup adjustments on the aggregate price index, this simplifies into:

\[d \ln \mu_{bt} = f \left( w_{st-1}^{b} \right) \left[ d \ln \frac{O_{t}}{Z_{t}} - d \ln z_{it} - d \ln a_{b,t} \right]\]

with

\[f \left( w_{st-1}^{b} \right) = \frac{(1-\sigma) \left( \frac{1}{\eta} - 1 \right) \mu_{bt-1} w_{st-1}^{b}}{1 - \left( \frac{1}{\eta} - 1 \right) (1-\sigma) \mu_{bt-1} w_{st-1}^{b}}\]

From this, it comes that variable mark-ups can induce endogeneity since adjustments in seller-buyer-specific mark-ups are systematically correlated with technology shocks. Since the elasticity of markups to marginal costs adjustment is unambiguously negative and increasing (in absolute value) in the seller’s market share of buyer b’s input purchases, one can interact the aggregate and seller components with a function of the seller’s share of the buyer’s input purchases to account for heterogeneous reaction of markups to the corresponding shocks along the distribution of a seller’s partners. In order to reduce the dimensionality of the problem, we approximate \(f(w_{st-1}^{b})\) using a step function that allows a firm's pricing strategy to be different across two sub-samples of buyers, those on which the firm has low versus high market power. The definition of these sub-samples is performed at the level of each seller using the following procedure. Our measure of a seller’s market power is based on its market share in its clients’ overall input purchases in France \(w_{st-1}^{b}\). A seller is supposed to have more market power on those buyers that rely heavily on her as a supplier. For each seller, the distribution of market shares is then cut into two sub-samples, delimited by the firm’s median market share. Based on this, we define a dummy variable \(HighSh_{s,t-1}^{b}\), which is equal to one for all buyers that end up in the sub-sample above the median. The estimated equation that controls for heterogeneous mark-up adjustments to shocks is then:

\[
\tilde{g}_{sbt} = (1+\lambda)(1-\eta) \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) d \ln \frac{O_{t}}{Z_{t}} + (1+\lambda) d \ln A_{it} + (\sigma-1) \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) d \ln z_{it} + (\eta-1) \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) d \ln a_{b,t} + (\sigma-1) \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) d \ln a_{b,t}
\]

\[= \tilde{e}_{it} + \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) \epsilon_{it} + \tilde{e}_{b,t} + \tilde{e}_{bt} \]

(A.2)

Eq. (A.2) is estimated under the following moment conditions:

\[0 = E \left[ \tilde{e}_{sbt} | b, s \right] \]

\[0 = E \left[ \tilde{e}_{b,t} | s \right] \]

\[0 = E \left[ \left( 1 + \alpha HighSh_{s,t-1}^{b} \right) \epsilon_{s,t} | b \right] \]

\[\forall t\]
where \( \hat{g}_{d,t} = g_{d,t} + \lambda \sum_{s} w_{s,t} \hat{g}_{s,t} \) and \( \lambda \) is calibrated as in the Monopolistic Competition case.

In order to recover the shocks and an estimate for \( \alpha \), we implement an iterative strategy.\(^{33}\) Namely, the Guimaraes and Portugal (2010) algorithm is first used to recover an estimate for the seller and buyer components. These estimated effects are then passed onto the LHS to compute a measure of growth which is purged from the individual components \( \hat{g}_{d,t} - \hat{g}_{s,t} - (1 + \lambda) \hat{g}_{b,t} \). This transformed variable is then regressed on the interaction between the (just estimated) seller component and the \( \text{HighSh}_{s,t-1} \) dummy. This provides us with a first estimate of \( \alpha \). It is then possible to use this estimate to compute a new set of seller and buyer components, where the seller component is now estimated taking into account price discrimination, as captured by the \( (1 + \alpha \text{HighSh}_{s,t-1}) \) component of the estimated equation. The new set of seller and buyer components is again passed onto the LHS in order to recover an updated estimate for \( \alpha \). The process continues until the mean quadratic errors for seller and buyer effects stabilize. The iterative procedure leaves us with an estimate of \( \alpha \) of \(-0.71\) which is significant at the 1% level. The negative coefficient is consistent with the theoretical model, in which shocks to the seller’s marginal cost are incompletely passed through on buyers over which the seller has sufficient market power.

Finally, note that we have also tested the same procedure using an alternative definition of \( \text{HighSh}_{s,t-1} \). In the above-described procedure, we impose that each seller discriminates across two groups of partners, of equal size. In the alternative specification, \( \text{HighSh}_{s,t-1} \) is instead defined to be one whenever a seller \( s \) sells more than all its competitors to a given buyer \( b \). A consequence of this definition is that not all firms display variability in \( \text{HighSh}_{s,t-1} \), and are thus used to identify \( \alpha \). Some firms always sell relatively small volumes while other always dominate their competitors in terms of the quantity sold. On the other hand, this definition avoids to artificially impose variability in \( \text{HighSh}_{s,t-1} \), between buyers over which a given seller has roughly the same market power, but a market share which is just above and below the median market share used to define the sub-samples at the root of the benchmark \( \text{HighSh}_{s,t-1} \). Since each strategy has its pros and cons, we have tested both of them. In this Appendix, we solely report results based on the first definition of \( \text{HighSh}_{s,t-1} \). Results based on the second definition of \( \text{HighSh}_{s,t-1} \) are qualitatively and quantitatively similar and are available upon request.

### Appendix B. Additional results

#### B.1. Alternative models

In this section, we reproduce the results in Tables 4, 5, 6 and the decomposition in (5) using the shocks estimated under the alternative models described in Sections A.3 and A.4. Results are summarized in Tables A1–A4. The main differences with respect to the baseline are commented in the text.

<table>
<thead>
<tr>
<th>Table A1</th>
<th>Summary Statistics on the estimated shocks: Comparison across models.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td><strong>Benchmark Model</strong></td>
<td></td>
</tr>
<tr>
<td>Firm-to-firm growth</td>
<td>-0.013</td>
</tr>
<tr>
<td>Aggregate component</td>
<td>-0.013</td>
</tr>
<tr>
<td>Seller-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Match-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>MC Model</strong></td>
<td></td>
</tr>
<tr>
<td>Firm-to-firm growth</td>
<td>-0.013</td>
</tr>
<tr>
<td>Aggregate component</td>
<td>-0.052</td>
</tr>
<tr>
<td>Seller-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Buyer-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Match-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Buyer inputs cost</td>
<td>0.038</td>
</tr>
<tr>
<td><strong>OC Model</strong></td>
<td></td>
</tr>
<tr>
<td>Firm-to-firm growth</td>
<td>-0.012</td>
</tr>
<tr>
<td>Aggregate component</td>
<td>-0.049</td>
</tr>
<tr>
<td>Seller-specific component</td>
<td>0.004</td>
</tr>
<tr>
<td>Buyer-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Match-specific component</td>
<td>0.000</td>
</tr>
<tr>
<td>Buyer inputs cost</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Notes: This Table gives summary statistics on the estimated shocks under three market structure assumptions. The first column is the mean volatility / estimated shock, the second column provides its standard deviation and the third column the number of individual used to compute these statistics. For each model, the table first reports summary statistics on the corresponding sample population of firm-to-firm growth rates. It then details estimates on the four growth shocks, the aggregate component \( \hat{\epsilon}_{b,t} \), the seller-specific shock \( \hat{\epsilon}_{s,t} \), the buyer-specific shock \( \hat{\epsilon}_{b,t} \) and the match-specific component \( \hat{\epsilon}_{m,t} \). In the MC and OC models, the “Buyer inputs cost” terms measure the feedback effect of shocks through the buyer’s input price index.

\(^{33}\) Here as before, the aggregate term is recovered ex-post, by orthogonalizing the growth components in the sector × country dimension.
Table A2
Actual and counterfactual distributions of firm-level volatilities: Comparison across models.

<table>
<thead>
<tr>
<th>Change in the volatility induced by muting</th>
<th>Volatility</th>
<th>Macro</th>
<th>Micro</th>
<th>Gram.</th>
<th>Seller</th>
<th>Buyer</th>
<th>Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of heterogeneity in aggregate volatility: Comparison across models.</td>
<td>Benchmark</td>
<td>MC</td>
<td>OC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual variance $\text{Var}(\varepsilon_{it})$</td>
<td>0.192</td>
<td>0.192</td>
<td>0.180</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in volatility induced by muting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Macroeconomic shocks $\Delta \text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$</td>
<td>$-0.007$</td>
<td>$-0.007$</td>
<td>$-0.096$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seller-specific shocks $\Delta \text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$</td>
<td>$-0.447$</td>
<td>$-0.414$</td>
<td>$-0.343$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buyer-related shocks $\Delta \text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$</td>
<td>$-0.495$</td>
<td>$-0.295$</td>
<td>$-0.282$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One buyer-related shock after the other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buyer-specific $\Delta \text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$</td>
<td>$-0.238$</td>
<td>$-0.127$</td>
<td>$-0.090$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Match-specific $\Delta \text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$</td>
<td>$-0.214$</td>
<td>$-0.185$</td>
<td>$-0.200$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table gives summary statistics on the actual and counterfactual dispersions of firm-level volatilities, when the counterfactuals are obtained by muting different shocks one after the other. The counterfactual results are expressed as the percentage change between the average volatility of exports and the average counterfactual volatility.

Table A3
Actual and counterfactual levels of volatility in the large: Comparison across models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Volatility</td>
<td>Macro</td>
<td>Micro</td>
<td>Granu.</td>
<td>Seller</td>
<td>Buyer</td>
<td>Match</td>
<td></td>
</tr>
<tr>
<td>Benchmark</td>
<td>0.0042</td>
<td>$-0.382$</td>
<td>$-0.801$</td>
<td>$-0.809$</td>
<td>$-0.140$</td>
<td>$-0.110$</td>
<td>$-0.177$</td>
</tr>
<tr>
<td>MC</td>
<td>0.0042</td>
<td>$-0.393$</td>
<td>$-0.754$</td>
<td>$-0.699$</td>
<td>$-0.118$</td>
<td>$-0.404$</td>
<td>$-0.172$</td>
</tr>
<tr>
<td>OC</td>
<td>0.0045</td>
<td>$-0.408$</td>
<td>$-0.583$</td>
<td>$-0.520$</td>
<td>$-0.050$</td>
<td>$-0.410$</td>
<td>$-0.132$</td>
</tr>
<tr>
<td>Multilateral</td>
<td>Benchmark</td>
<td>0.0015</td>
<td>$-0.620$</td>
<td>$-0.741$</td>
<td>$-0.741$</td>
<td>$-0.336$</td>
<td>$-0.173$</td>
</tr>
<tr>
<td>MC</td>
<td>0.0015</td>
<td>$-0.697$</td>
<td>$-0.664$</td>
<td>$-0.769$</td>
<td>$-0.320$</td>
<td>$-0.300$</td>
<td>$-0.113$</td>
</tr>
<tr>
<td>OC</td>
<td>0.0016</td>
<td>$-0.784$</td>
<td>$-0.535$</td>
<td>$-0.614$</td>
<td>$-0.162$</td>
<td>$-0.360$</td>
<td>$-0.065$</td>
</tr>
</tbody>
</table>

Notes: Column (1) reports the variance of aggregate export growth computed country-by-country or using multilateral sales ("Multilateral" line). Columns (2) and (3) are the counterfactual variances one would observe in the absence of macro-economic shocks and in the absence of all three individual shocks, respectively (i.e., $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$ and $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0, \varepsilon_{it} = 0)$, res., respectively). Column (4) is the counterfactual variance computed using all four shocks but assuming individual transactions to be symmetric in size (i.e., $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0, \varepsilon_{it} = 0, \varepsilon_{it} = 0)$, res.). Finally, columns (5)–(7) are the counterfactual variations in the absence of seller-specific, buyer-specific, and match-specific shocks, respectively (i.e., $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$, $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$, $\text{Var}(\varepsilon_{it}, \varepsilon_{it} = 0)$, res.). All counterfactuals are expressed in relative terms with respect to the actual variance.

Table A4
Sources of heterogeneity in aggregate volatility: Comparison across models.

<table>
<thead>
<tr>
<th>Sources of volatility (shocks):</th>
<th>Macro</th>
<th>Seller</th>
<th>Buyer</th>
<th>Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benchmark</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monop. Comp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oligop.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Notes: Contribution of each family of shocks to the dispersion in destination-specific export volatilities. Contributions are computed using the decomposition in (5) and regressing each RHS term on the overall volatility. Standard errors in parentheses with ***, **, and * respectively denoting significance at the 1%, 5% and 10% levels.

B.2. Results based on the most connected nodes

In Section A1, we discuss potential estimation issues induced by the underlying graph being sparse, which can imply fixed effects that are imprecisely estimated (Jochmans and Weidner, 2017). To account for this possibility, this section tests the robustness of our conclusions when some, potentially many, effects are poorly estimated. To do so, we examine the robustness of our results by focusing on those effects that are precisely estimated.34 Namely, we restrict our attention to the subset of buyers and sellers that are well-connected. Hence we use the distribution of the number of buyers per supplier as well as the number of suppliers per buyer to define the quality of connectedness. Then, we reassess all our results using these restricted networks.

In the benchmark estimation, we restrict to seller-buyer pairs active at least two consecutive years and we trim transactions with extreme sales growth. In this estimation sample, the average node is well connected. The average degree of sellers is 77 and the average degree of buyers is 14.

34 We are thankful to Guillaume Lecué, for his insights on the topic.
However, average degrees hide an important level of dispersion. The median number of buyers per seller drops to 31 while the median number of sellers per buyer is only 5 in our sample.

**Table A5**

Change in volatility induced by muting shocks: Benchmark and robustness based on sub-samples restricted to the most connected nodes.

<table>
<thead>
<tr>
<th></th>
<th>Benchmark</th>
<th>5 sellers per buyer</th>
<th>5 buyers per seller</th>
<th>15 buyers per seller</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td><strong>Mute</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate shocks Var(εt, εt−1 = 0)</td>
<td>−0.007</td>
<td>−0.009</td>
<td>−0.016</td>
<td>−0.031</td>
</tr>
<tr>
<td>Seller-specific shocks Var(εt, εt−1 = 0)</td>
<td>−0.447</td>
<td>−0.429</td>
<td>−0.381</td>
<td>−0.347</td>
</tr>
<tr>
<td>Buyer-related shocks Var(εt, b,b0, t−1 = 0)</td>
<td>−0.495</td>
<td>−0.680</td>
<td>−0.573</td>
<td>−0.621</td>
</tr>
<tr>
<td><strong>One buyer-related shock after the other</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buyer-specific Var(εt, b, t−1 = 0)</td>
<td>−0.238</td>
<td>−0.112</td>
<td>−0.216</td>
<td>−0.193</td>
</tr>
<tr>
<td>Match-specific Var(εt, b,b0, t−1 = 0)</td>
<td>−0.214</td>
<td>−0.542</td>
<td>−0.269</td>
<td>−0.295</td>
</tr>
</tbody>
</table>

Notes: This table shows the percentage change in the median firm’s volatility of muting various shocks. The same counterfactuals are reproduced using estimated shocks from the benchmark model (column (1)) and various robustness sets obtained from sub-samples restricted to the most connected nodes.

**Table A5** replicates the results in **Table 5**, based on various subsamples restricted to the most connected nodes of the graph, hence those for which the effects are better estimated. The first column is the baseline and the following three columns are the robustness checks. Each line reports the drop in seller-level volatility induced by muting different sources of shocks. In column (2), this counterfactual exercise is performed on a sample restricted to buyers interacting with at least 5 sellers (half of the observations). In this sample, the contribution of the macro and seller shocks is similar to the contribution estimated from the full sample. The contribution of buyer shocks is halved while the one of match-specific shocks is more than doubled. The smaller contribution of buyer shocks is explained by the lower volatility of buyers with at least 5 sellers in the data. The greater role of match-specific shocks is mechanical as the diversification of sellers is lower if one excludes buyers with less than 5 sellers. Overall, the estimation on this sample does not rule out our main finding that buyer-related shocks account for a sizable fraction of individual volatility.

In columns (3) and (4), we reproduce this counterfactual exercise for the sample of sellers interacting with at least 5 and 15 buyers respectively. In these samples, the contribution of seller-specific shocks is slightly lower than in the full sample, and the contribution of buyer and match specific shocks comparable to the baseline sample confirming the role of buyer related shocks for individual volatility.

While **Table A5** reports counterfactual exercises for the volatility in the small, we do not report similar exercise for the volatility in the large. In the large, counterfactuals are driven by changes in volatility of the most important nodes (in terms of sales). These nodes are also the most connected nodes. Therefore, excluding poorly connected nodes does not affect counterfactual exercises in the large.

---
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